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Abstract

In deep space communications, arraying signals received at multiple ground antennas
can be used to enhance communication downlink performance. By coherently adding
signals received from the same spacecraft, arraying has the potential to increase the
signal to noise ratio (SNR) over that achievable with any single antenna in the array.
A number of different arraying techniques for usc in NASA’S 1 deep Space Network
(DSN) have been proposed and their performance analyzedin past literature [1),
[2]. These analyses have compared different arraying schemes under the assumption
that the signals contain additive white Gaussiannoise (AWGN), and that the noise
observed at distinct antennas is independent.

Insituations where an unwanted background body is visible to multiple antennas
in the array, however, the assumption of independent noises is no longer applicable.
A planet with significant radiation emissions in the frequency band of interest, canbe
one suchsource of correlated noise. For example, during much of Galileo’'s tour of
Jupiter, the planct will contribute significantly to the total system noise at various
ground stations. This report analyzes the effects of correlated noise on two arraying
schemes currently being considered for 1) SN applications; narnely, full spectrum com-
bining (I'SC) and complex symbol combining (CSC). A framework is presented for
characterizing the correlated noise based on physical parameters, and the impact of
the noise correlation on the array performance is assessed for each scheme,
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Chapter 1

Introduction

The process of combining radio signals from multiple antennas, commonly referred
to as arraying, is becoming increasingly commonin NASA’S 1 Jeep Space Network
(I EN) for spacecraft telemetry reception. By coherently adding signals from multiple
receiving sites, arraying produces an enhancement in signal-to-noise ratio (SNR)over
that achievable with any single antenna inthe array. Arraying is especially attractive
for deep space applications, since power constraints are typicalin such communication
systems. Arraying canbe used to coherently demodulate signals that are to weak to
be tracked by asingle antenna, or to increase the supportable data rate for stronger
signals, thereby increasing the scientific return from the mission.

A number of techniques for arraying spacccraft telemetry have been proposed
and their performance analyzed in past literature [1 ], [2]. One herforinance measure
discussed inthese works for comparing arraying schemes is symbol SNR degradation.
Degradation is defined as the ratio of the actual symbol SNR of the arrayed telemetry
to that achievable with perfect synchronization (i. e, the ‘(idea” symbol SNR.) in
general, synchronization losses result from iinperfect combining of the signas, as well
as phase errors insignal demodulation. Past work computed degradation for different
arraying schemes under the assumption that the telemetry signals contain additive
white Gaussian noise (AWGN), and that the noise waveforms fi omn distinct antennas
arc independent.

in certain scenarios, an unwanted radio source within an ant enna’s reception pat-




tern can contribute significantly to total systemmnoise. If such a background body
is visible to multiple antennas in an array, the assumption of independent noises is
no longer applicable. A planct with significant, radiation emissions in the frequency
band of interest can be one such source of correlated noise.  Ior example, Jupiter
is a strong radiator at S-band, which willbe used for data return from the Galileo
spacecraft. During a substantial fraction of the Galileo mission, the planet will have
an angular separationfromthe spacecraft which is less than the beammwidth of a 70-
meter antenna, which is the largest aperturc antenna in the DSN. Further analysis is
thus needed to characterize the performance of arraying schemes in the presence of
correlated noise.

1 rior work has been conducted on this subject [3], but has not exhausted research
possibilitics. A study by Dewey examines correlated noise cffects due to planctary
sources, focusing mainly on physical considerations. A correlated noise model is pre-
sented , taking into account, properties of the source and the array geometry. The
impact of the background source on arrayed symhol SNR. relative to the case of un-
corrclated noise is then analyzed. The results obtained arc applied to observation
of the Galilco spacecraft from a 4-clement array in the 1 )SSN’s Australia complex.
However, Dewey’s study does not take into account the effects of imperfect synchro-
nization in telemetry arraying, which are dependent on the specific arraying technique
used. ‘1'bus, the analysis dots not identify the relative advautages and disadvantages
of di flerent arraying schemes under conditions of correlated noise.

The purpose of this study is to analyze the effects of corielated noise on arraying,
focusing on the processing scheme used. The full spectruin combining (FSC) and
complex symbol combining (CSC) arraying techniques, which are presented in [2],
are compared in terms of symbol SNR degradation. These scheines were chosen as
the basis for this study because prior analysis indicates they arc the most promising
options when the link margin is low, as in the case of the Galileo S-band mission.
Relative advantages and disadvantages of the two schemes will beidentified, as well
as the practical issue of modifications to existing techniques needed in the presence

of correlated noise.
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The body of thisreport is organized as follows. Chapter T'wo contains a tutorial
introduction to deep space communications, and briefly introduces the full spectrum
combining and complex symbol combining schemes. Chapter Three provides back-
ground information onradio sources, and presents an appropriate mode] for the noise
obscrved by the antennas in an array. In Chapter FFour, full spectrumn combining is
analyzed in detail, and siiulation results of 1'SC per formance with varying degrees of
noise correlation are presented. Chapter Five contains the same analysis for the sec-
ond scheme, complex symbol combining. Finally, Chapter Six applics the analysis of
the previous three chapters to the case of the Galileo S-band mission and summarizes

the majorresults of the work.




Chapter 2

Overview of Deep Space
Communications and Telemetry

Arraying

Here, we present. basic information to familiarize the reader with deep space commu-
nications. Section 1 describes the deep space telemetry signal format, and explains
the operation of areceiver needed to perforn coher ent symbol detection. In Section 2,
symbol SNR degradation, which is a performance measure used to characterize both
single-rccciver and arrayed telemetry reception, is introduced. Section 3 provides a
functional description of FSC and CSC, and briefly discusses their relative advantages

and disadvantages.

2.1 Signal Format and Single-Receiver Operation

1)eep space telemetry contains information in the form of binary data. A binary phase
shift keyed (I3PSK) modulation scheme with subcarrier is used; the 4.1 bit stream
is directly modulated onto a squarewave subcarrier, which is then phase-modulated

onto a carrier [1]. The received radiosignal can thus beexpressed as:

(1) = \ﬁ]*)-C()S(wct 4 0.+ Ad(t) sqr(wget 4 0se)) 4 n(t) (2.1)
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where I’ is the total reccived power; w, IS the carrier radian frequency; A is the
modulation index; d(t) is the -1 data stream; sqi(z) isthe squarewave function,
defined by sqr(z) = sgn(sin(2)); wy is the subcarrier radian ficquency; and n(t) is a
bandpass white Gaussian noise process. Note that () consists of bothnoise due to
front-end clectronics of the receiving system, and noise due 1o any background sources
intheantenna’s field of view. A more detailed discussion of thebackground noisc
is given in Chapter 3. For now, wc simply describe the total noise by its one-sided
power spectral density level V.

The received radio signal is generally open-looy» down-conv erted to sonic inter-
mediate frequency before coherent demodulationt akes place. Inorder to simplify
the analysis, we will assume that all processing takes place at bascband. This rep-
resents no loss of generality, since the system per formance should not depend on
th ¢ frequen cy at which processing t akes place. Coherent symbol detection at base-
band requires down-conversion by two local oscillators inphase- quadrature. Using
a trigonometric identity, the two baseband signals (commonly referred to as the “17

and “Q” components) can be expressed as

r (1) = f( cos (Wl 4 0,) \/f ) sqr{wsel 4 Ose) sin(wyt -t 0.) -t n; (1) (2.2)

ro(l) \/]( sin{wyl A 0,) 4/ Pnd() sqr(wset + Osc) cos(wyt -1 0.) 4 no(t) (2.3)

where wy is the baseband frequency (which, by definition, is close to zero); ¢ is
the carrier power, given by I’c = Py cos? A; I’ is the data POWer, given by 17, =

'sin? A; aud ny (1) and ng(t) are now lowpass Gaussian random processes. Note
that the baseband noise processes each have spectr al level N, and are independent.

These signals can be represented more compactly as a single complex signal:
(1) = \/]’C bt 0c) 4 j\/]’]) d(1) sqr(wiet + 0,)cleet 99 4 (¢) (2.4

"This complex notation will subsequently be used freely to represent a pair of baseband

signals. The spectrum of the bascband signal 7(1) is showninFigure 2-1. Note that
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the signal consists of aresidual carrier tone at frequency fy, = 27wy, surrounded by

data sidebands spaced at odd multiples of the subcarrier frequency fs.= 2nwq,.

fb = baseband carrier frequency

fSC: subcarrier frequency

AN as

fb+ 3fSC

‘6O

fb'3fsc be'f 0 fb fb+f

SC

Figure 2-1: Spectrum of bascband telemetry signal

Symbol detection requires coherent carrier and subcarrier tracking, as well as
symbol synchronization to drive the matched filter output. A block diagram of a
single receiver is shown in Figure 2-2. The operat jon of cach of these blocks is casily
ilustrated by usce of equations. Assumne for the mornent that perfect ¢app0r subcarrier

and symbol references arc available. After carrier demodulation, the signal is given

by

’[I(t) = 'f('[/) (3’ j(wbl“ 0(‘)

= Te 3\Pod(t) sar(wad 4 0.c) 47 (1) (2:5)

T () v v(t)

CARRIER SUBGARRIER|_ symeoL | MATCHED | g
RF/BB ™ tracKING TRACKING P> SYNCH. QI P FLTER

Figure 2-2: Single Receiver

The data is ¢ontained solely in the imaginary part of the signal @(t). Multiplying
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this by the ideal subcarrier reference then yields the data stream aone, i.e,

v(t)

"

Im(@(t)] sqr(wse + Osc)
- Pud(t) -+ ') (2.6)

Il

Iinally, the symbol synctyronizer provides timing for the matched filler, whose output

is given by

1 1T
vp = 77/ v(t)
'IS -hy‘c

= APude A (2.7)

where | denotes the symbol index, and 7, is thesymbol duration. Note that the
noise output of the matched filter has variance of ;Z&; . The symbol SNR is defined as
the mean of the matched filter output, squared divided by its variance, and is equal

to 2’7, /N, in the case where ided] references are available.

2.2 Symbol SNR Degradation

In practice, perfect references for al three stages of synchronizat ion are not avail able.
Carrier and subcarricr tracking loops arc used to herform the demodulation, and a
symbol synchronization loop is used to obtain symbol timing. Synchronization errors
in each of these three loops thus result inan SNR at the matched filter output which
is less than the ideal case. Symbol SNR degradat ion is defined as theratio of the
actual achieved symbol SNR to the ideal symbol SNR, and is used as a mecasure of
receiver performance. A quantitative evaluation of degradation for a single receiver
is given in [1], and the main results arc suminarized here.

Inthe presence of phase errors in cach of the three loops, the matched filter output

is given by

S 2 1
v = \/]’n di(cos ¢) (1 - '7r’|</)sc|) (1- éﬂ:ld’syi) 4 Nk
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VPadi C.Coo Coy + 1y 2.9)

where ¢, ¢gc, s, are the carrier, subcanier, and symbol phase errors in radians,
respectively, and the € factors are the signal reduction functions for each of the three
loops. Note that the total signal reduction function can be factored into three separate
terms, but the three phase errors arc, in general, non-independent. The symbol SNR

conditioned on the phase errors of the three loops is then given by

211
SNR =~ N (‘2(" C? (2.9)

sc sy

The unconditional SNR is found by taking the expectation of (2.9) with respect to
the various phase errors. The tracking performance of cach of the threeloops is a
function of itsrespective loop SNR, which is defined as theinverse of the steady-state
phase error variance. The loop SNRs for the car rier, subcarrier, and symbol loops

are respectively given by

I) ] -1
N R 2.10
N A Y YR (210)

-1
1)/N 1
. (2 N 2.11
Psc (w) B W,. (H zﬁzs/NO) (211
X Wy [Es - B Ne

Pp/No, 7ﬁ‘(}lf( N) 2\/}7{\/ ¢ " ) o (212)

Psy = 22 Vlsy]’)sy (] + %:%uy V‘ax[ e~ Fa/No \/ §}<,If(JN ] )

where I3, I3, and By, arc the carrier, subcarrier, and symnbol loop bandwidths,
respectively; Wy and Wy, are the subcarrier and symbol windows; 17 is the symbol
energy, given by Es = I’)7; and Erf(z) is the error funct ion, given by Erf(z) =

2/3/7 [ e ™ dw. Inexpressing p,, it has been assumed that a Costas loop is used for
carrier tracking. The second moments of the reduction functions are related to the

loop SNRs by the following:

] ]Q(lp(‘)
Yo o N N
cz o= [1 SR (2.13)




e 4 1
cz = 1 —7(— Ip_ +-7 "l' (2.14)
{ s¢ !

A R L (215)

where 2 denotes expectation of z, and Ix(z) denote the modified Bessel function of
order k.The first moments of the subcarrier and symbol reduction functions will be

needed in later analysis, and arc given by

2
c.. = 1--2+-° (2.16)
s ﬂﬂs(,
1 [ 2
Co = 1 -y - 2.17
sy QW\/;T/’S:U ( )

‘1'bus, the degradation for a single yeceiver is given by
D=C2C%C?, (2.18)

where C2, C2, and C2, arc¢found by combining (2.10) - (2.12) with (2.13) - (2.15).

‘se)

2.3 FSC and CSC Arraying Techniques

We now provide a brief introduction to the full-spectrum combining and complex
symbol combining arraying schemes, which arc describedin detail in [2]. Each of
these techniques will be treated in more depth in subsequent chapters; here, we merely
provide a functional overview to illustrate the basic concept of a1raying; and to point

out the main differences between the two schemes.

2.3.1 Full Spectrum Combining

IPull-spectrum combining is conceptually the more simple of the two schemes being
considered. A block diagram of ¥SC for an array of I antennas is shown in Fig ure
2-3. Following down-conversion to baseband, cach signal is delayed by some amount

7; to compensate for differing arrival tiines of the spacecraft, signal at cach antenna.
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1
ﬁ—» RF/BB |=——p

2 SO U P —_
ﬁ» RF/BB —» ALIGN I INTEGRATED DEMODULATOR
AND : o : Vi
COMBINE CARRIER SUBCARRIER SYMBOL MATCHED
BASEBANI[ ™ “Loop [ ™ LOOP oor [™| ewtEr [T
SIGNALS |, |
| T I
L - - - . .. .- —

ﬁ—* RF/BB :L>

Figure 2-3: Block diagram of full-spyectrum combining

The quantities 7; can typically be computed inadvance from the spacecraft. trajectory
and automatically adjusted over the course of a tracking pass. The delayed bascband

th

signal from the ** antenna is given by

i (1) - \/]’( clentt 0c;) j\/];n,: d(1) sqr(wsel + O4) V09 0cp 1y (1) (2.19)

Note that the signals are aligned intime, but that the carrier phases 0., arc not
necessarily the same. Before the signals may be added coherently, 1. - 1 of the signals
must be ph asc-rotated. Wc will designate antenna 1 as the reference antenna, such
that 7;(¢) must be rotated by an amount ¢, :Af(/’cl — 0., foris2 ...1.. Estimates
of the relative phascs,ff;m arc computed in rea time by corrclating cach signal with
71(1). Note that the combining block and the carrier loop perforin distinct but related
functions: the former compensates for the differential phase betweenthe various signal
pairs, while the latter tracks the component of the phase common to all the signals.

For now, assume the desired phases ¢;; arc estimated perfectly. Kach signal is

~dlasc-rotated by the appropriate amount and multiplied by some pre-specified weight




B3;, and the resulting signals are summed coherently, i.e.,
I,

7~‘comb(’/) - Z :Bi f:(’) de)“ (220)

(B
1 R - .
Cj(wbt’l 01) z 61- (\/]’(;i -} j\/])]),v (l(f) S(]r(wsrt - 030))
+ Lﬂm t) e (2.21)

Iinally, the combined signal is tracked by one carrier, subcarrier, and symbol loop,

yielding anarrayed symbol stream given by

keomt = Z B; \/] D, i+ >4 Bi i, (2.22)

where we have assumed perfect synchronization at each of the three stages. It is
shown in [1] that when the noises from distinct antennas arc independent, the SNR

of the aboveexpressionis maximized if the weighting factors arc chosen to satisfy the

f)I;‘# ]Vo
3 ze g ) DL 2.23
& \/;)1)1 Noi ( )

in which case the ideal combined SNRR becomes

condition

215 ¢

SN = 5" Yo (2.24)
1= 1
2]N’l * G (2.25)

1. N
where 'y,- = b N"J

The factor G4 is known as the arraying gain. T'ypically, antenna
1is specified to be the! antenna with the strongest signal (i.e., the highest I3 /N,).
The arraying gain then describes the increase in SNR over that achievable with any
single antenna in the array. For the case of uncorrelated noises, we see that the
cffective Il’ ¢ of the combined signal is equal to the sum of the -’D’s of the individual

antennas.
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2.3.2 Complex Symbol Combining

= - 1 r m r 1
SUBCARRIER SYMBOL MATCHED
|
|
o zy
RF/BB || SUBCARRIER [g{ SYMBOL Ly [ MATCHEDL | apjon | CARRIER
LOOP Loopr AND LOOP
T 2 COMBINE
. — | COMPLEX
SYMBOLS
[ ]
DEMODULATOR
MATCHED T
SUBCARRIER SYMBOL | OUTPUT
ﬁ—» RF/BB E—=m toop  F™ “Loop F*™ FIL‘LTER

Figure 2-4: Block diagram of complex symbol combining

A block diagram of complex symbol combining for an 1. antenna array is shown in
Figure 2-4. Here, the baseband signals arc tracked by separate subcarrier and symbol
loops before the carrier is coherently demodulated. ‘I’bus, thebaseband signal from
the i antenna is first multiplied by the subcarricr reference from the i subcarrier

loop, i.e.,

i (1) = 7 (1) sqr(wset + Ose) (2.26)

— \JP 9 0D squ(wet -t 0oc) A Gd(t) 0D L q()(2.27)

where, once again, we have assumed perfect, subcarrier1eference for simplicity. This
signal is then passed through a matched filter, whose timing is obtained from the

symbol loop, yiclding a carrier-modulated symbol stream given by
B = \/i)l)g I@kTst wi g 4oy, (2.28)

where we have implicity assumed that the carriey phase is nearly constant over onc

symbolinterval (i. e, f,75 << 1). Note that the residual carrier term, \ﬁ’(;l. clawett 0c:,
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multiplied by the subcarrier reference integr ates 10 zer .
These complex basecband symbols are then transnitted to a central location where
they are phase-aligned, weighted, and combined, as in the case of full spectrum com-

bining. The combined signal is thus given by
‘ 2 L 1
T oI wekT o 0cy) >_: 5 \/PD; dy + 21 B ”;‘», (2.29)
iz 1 i 1

A baseband Costas loop is finally used to demodulate the carrier, aud the arrayed

symbol stream is given by
I _ 1
Ve = 2 i \ﬁ’lh i+ D B (2.30)
i 1 i1

Once again, when the noise at scparate antennas is independent, the SNR of (2.30)
is maximized by setting the Weighting factors acco:ding to (2.23). Theideal SNR of

the arrayed telemetry is then given by (2.25).

2.3.3 Comparison of FSC and CSC

We have scen that the ‘(ideal” symbol SNR is the same for full spectrum combining
and complex symbol combining in the absence of correlated noise. This result follows
from intuition; if demodulation aud combining can be achieved perfectly, it should
not matter in which order the various processes take place. Thesame reasoning holds
for the correlated noise case: the ideal symbol SNR will be different from (2.25), but
will beindependent of which scheme is used.

The performance of the two techniques will, however, be diflerent when synchro-
nizationlosses arc accounted for. Note that when telemetry is arrayed, synchroniza-
tion losses arise fromimperfect carrier, subcarrier, and symbol tracking, as wc]] as
errors in phasc-aligning the signals. in full-spectrum combining, the loop SNRs of
each of the carrier, subcarrier, and symbol 100bS are increased by arraying the gjgnals.
By contrast, only the carrier loop SNR enjoys the benefit of the arraying gain in com-

plex symbol combining. In addition, the subcarrier and symbolloops inust operate

20




in theabsence of carrier lock for CSC, resulting in a further reduction in loop SNR!.
‘1'bus, losscs duetosubcarrier and symbol tracking are higher for complex symbol
combining than for full spectrum combining. Differences in the method of combining
similarly lead to different synchronization losses.

Symbol SNR degradation is used as a mcasurc of relative performace for the two
schemes. Similar to the case of a single 1cceiver, degradation is defined as the ratio
of the actual to ideal arrayed symbol SNR. Degradation for cach of these arraying
schemes has been analyzed in past literature for the case where the noisce encountered
at the various antennas arc independent [2]. We will later extend this anal ysiS to
include the case of arbitrary noise correlat ion between the various antennas.

We note that the effects of correlated noise on @Y ing can be separated into
two different 1>ut related factors, T'he first is theideal arraying gain, which will
be dependent on the correlation propertics of the noise itself, but independent of
which scheme is used. The second is the degradation, which will depend on the noise
propertics as well as which arraying technique is used. Fach of these will be analyzed
in turn in Chapters 4 and 5; we presently turn to a discussion of radio sources to

develop an appropriate model for correlated noise due to a common background.

Modified subcarrier and gymbol loops have been developed for use with complex symbol ¢om-

bining. These loops utilize information in both the | and Q components of the complex signal to
recover some Of the loss in loop SNR due to the absence of carrier lock. The relevant details will be
presented in Chapter b, where CSC is analyzed in further detail.
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Chapter 3

Modeling of Background Noise

This chapter covers basic concepts needed { 0 characterize noise ducto radio sources.
The first section presents terminology used in radio science to describe  broadband
sour(m, and shows how the cffect of background noise on a single receiving system
can be accounted for by an equivalent source lemperature. Inthe second section, we
consider the effect of a noisy background on a pair of antennas, using interferometry
theory to compute the cross-correlation function of the received noise waveforins.
Section three extends this analysis to a baseband receiving system, which will be
assumed for the remainder of this work. Finally, scction four presents the results of
an experiment that was conducted to illustrate the basic principles outlined in this

chapter.

3.1 Background Noise in a Single Receiver

In deep space communications, signals arc generally assumed to be received through
an additive white Gaussian noise channel. The noise level in @ receiving system is
commonly characterized by asystem temperature, Tsys- The ollc-sided power spec-
tral density of the noise is then given by N, = kT, wheic kis Boltzinan’s constant.
Background sources such as planets arc typically Imoad-baud, and have an emission
spectrum that is reasonably flat over a frequency 1range of inter est. Receiving band-

widths for deep space applications are typicaly no greater than 1 ()() MHz, over which
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the background noise can essentially be considered white. Thus, the noise level con-
tributed by the background can be described by a background t emperature, 7}, which
measures the contribution of the source to the total system noise. Here, We show how
this temperature can be computed from more physically inforinative characteristics
of the Source.

A radio source is generall y described by its brightness distribution, B(¢, (?), which
has units of W/m?2/Hz/sr". The variables ¢ and € indicate that brightness refers
to a particular direction;an arbitrary source may have some partsthat radiate more
strongly than others. The total strength of the source can bemecasured by its fluz
density, S, which is equal to the brighness distribution integrated over the angular

extent of the source, i.e,

= / / B¢, 0)d92 (3.1)

where theintegration variable €2 denotes integration over a solid angle. Thus, the
units of flux density are W/m?/Hz. Note that the flux density of a particular source
depends on its distance from Earth; the closer the source, the larger solid angle it
subtends, and hence the larger the fiux density becomes.

The noise level due to such a source as observed by arecciving antenna can be

described by a background temperature, as discussed above, which is given by

Ae
7= 5 / B(¢,0)Px ($, 0)dS2 (3.2)

where A, isthe effective collecting arca of the antenna, and I’y (¢, 0) is the normalized
antenna reception pattern. ‘1'bus, the contribution of a background source to total
system noise depends on the strength of the source and its position in the antenna
pattern. For telemetry applications, the antenna is pointed at the spacecraft, so the
contribution of a given source varies with its angular separation fromn the spacecraft.
This situation is depicted in Figure 3-1.

In the worst-case scenario, the source-to-spacecraft angular separation is zero or

""The unit sr stands for steradian, which is a measure of solid angle.
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Figure 3-1: Spacecraft and background source in cormnmon beam

negligibly small compared to the beamwidth of the antenna. The antenna pattern

term, Py, then approaches unity over the integral, and

T

o= 5 / / B¢, 0)dS2 (3.3)
- A
. ka (3.4)

Anupper limit ou the total systemn temperature that a source can contribute can
thus be computed from the flux density of the source and the eflfective area of the

rceceiving antenna.

3.2 Simple Radio Interferometer

We now turn to the propertics of corrclated background noisc as observed by two
antennas.  Specifically, this section computes the cross-correlation function of the
noisc due to the source. A pair of antennas basically behaves as an interferometer,
and computation of the cross-correlation function follows fron fundamental principles

of interferometry. We start by considering an oversimplificd model for illustrative
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purposes, and then gradually move to onc that more accurately describes an actual
receiving system. The discussion below provides ageneral idea of theissues involved,
and isnot meant to be a rigorous treatment of the subject. A niore thorough analysis
can be found in a text on radio astronomy, such as [6]

Consider two antennas tracking a distant radio source, as depicted in Figure 3-

2. The received noise waveforn is arc filvered by some fronit-enid filter centered at

Figure 3-2: Antenna pair tracking distant source

frequency f,. Since the received noise is white, the form of the correlation function is
determined solely by the characteristics of the front-end filters. The cross-correlation

function of the noise waveforms is defined as
R(7) = En,(t)n2(t — 7)] (3.5)

Note that 71 (t) and 11,(t) canbe taken to be the noises due to the background source
alonc or the total noise waveformns at antennas 1 and 2, since the noises due to front-
end clectronics arc independent. in the case of a simple point source, the received
waveforms arc identical except for some geometric delay 7,- The cross-correlation

function then takes the form

R(1) = G(1 - 74) cos2n fo(r — 7,) (3.6)




where G(7) issome function determined by the shape of the front-end filters. For
example, inthe case of a rectangular passband of one-sided bandwidth B, G(¢) would
be given by sin Bt /xt. Under typical conditions, ( he receiving bandwidth is much
smaller than the center frequency. Thus, the correlation function consists of a slowly-
varying envelopemodulated by a rapidly-varying sinusoid at the center frequency of
the passband. The latter is referred to as the delay pattern,whilethe former is known
as the fringe pattern.

The geometric delay is duc to the difference in path Iengths from the source to
cach of the two antennas. From Figure 5, it is readily scen that 7, can be expressed
as

Tg’

 Dsing (3.7)
¢

where DD is the separation bascline between the iwo antennas inneters, 0 is the angle

as shown in Figure 5, and c is the speed of light. The correlation function thus has

both a temporal and spatial dependence. To consider the effect of varying the angle 9,

the above quantity can be expanded in a first-order ‘Taylor series about some reference

position Oqy:

Tg R (sinfg + 0'cos 0.) 38)

where 0 = 0o -1 0'. Now let one of the signals be delayed by some amount 740 equal
to the geometric delay at angle Yo Inserting (3.8) into the shifted cross-correlation
function yields

R(7,0)=G(r - -]gﬂ’ cos Oo) cos 2m fo(T — -]-(_)()' cos o) (3.9)
This function is plotted as a function of 19" for afixed value of 7 in Figure 3-3. Note
that the quantity 1), = 1) cos Q,is the projected bascline in the direction of the source.
(See Figure 3-2) The spacing between the oscillations is given by w=-¢/ fol),. This
guantity, known as the fringe spacing, has important implications for the measured
noise correl ation due to an arbitrary sou lee. Recall that the expression given in
(3.9) was developed for a point source. In general, the correlation function due to a

source of non-infinitesimal size will have to be computed as an integral of the above
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where G(T) is S0111(? function determined by theshape of the front-end filters. For
example, in the case Of @ rectangular passbaund of onc-sided bandwidth 3, G(1) would
be given by sin w13t /xt. Under typical conditions, the receiving bandwidth is much
smaller thanthe center frequency. ‘1'bus, the correlation function consists of aslowly-
varying envelope modulated by a rapidly-varying sinusoid at the center frequency o f
the passband. The latter is referred to as the delay patiern, while theformer is known
asthe fringe patiern.

1 "he geometric delay is due to the differ ence in path lengths from the source to
cach of the two antennas. IFrom Figure b, it is readily scenthat7, can be expressed
as
L#nQ (3.7)
where DD is the separation baseline between the two antennaginmeters, 0 is the angle
as shown in Figure 5, and c is the speed of light. The correlation function thus has
both a temporal and spatial dependence. To consider the effect of varying the angle 0,
the shove quantity can be expanded in a first-order Taylor serics about some reference
position Oy:

D
TR (sin O -1 0 cos Oq) (3.8)

where O = 0o+ 0. Now let one of the signals be delayed by some amount 740 equal
to the geometric delay at angle fo-Inserting (3.8) into the shifted cross-correlation
function yields

D

D )
R(7,0") = G(7 - —50' cos 0o) cos 2m fo(T -- - 0 cos by) (39)

This function is plotted as a function Of ¢ for a fixed value Of 7 inFigure 3-3. Note
that the quantity D, = 1) cos 0o is the projected baseline in the direction of the source.
(See Figure 3-2) The spacing between the oscillations is given by w = ¢/ foD),,. This
quantity, known as the fringe spacing, has important implications for the measured
noisc correlation due to an arbitrary source. Recall that the expression given in
(3.9) was developed for a point source. In general, the correlation function due to a

source of non-infinitesimal size will have to be computed as an integral of the above
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Figure 3-3: Cross-corrclation as a function of ¢’

expression over the angular extent of the body. I the body being observed subtends
many fringe cycles, thenthe measured correlation tends to zc1 0 due to the averaging
cffect of the sinusoid. Such a body is said to be resolved by the array.

Figure 3-4 shows the interference pattern formed by two antennas against a sky
background. llere,it can be scen that the angular size of the source relative to the
fringe spacing is what determines whether or not the source is resolved by the array.
For a given source and observation frequency, the length of the bascline determines
the degree to which t he source is resolved. Consider a source having an angular
radius of I?, radians observed at some frequency f, Hz. Inthe long baselinelimit,
where 1D, >> ¢/ foIis, the fringe spacing is extremely small compared to the size of
the source, and the noise correlation tends to zeir 0. By contrast, for extremely short
baselines, such that D, << ¢/f,Rs, theeffect of the averaging sinusoid is negligible,
and the noise correlation is maximized. ‘1’ bus, the degree of noise correlation observed
depends heavily on the geometry of the array. This point is stressed in [3], where it is
stated that themore compact the array configuration, the greater the impact of the

background body 011 the array. As an example, consider observing Jupiter a S-band
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Figure 3-4: Fringe pattern against sky background

(2.3 GHz). The planct’s angular size varies with its distance to earth, but a typical
value is 10 °radians. An antenna separation on the order of a few hundred meters
would thus be required to observe a mncasurable degree of noise corrclation.

At this point, a more genera] expression for the cross-correlation for an arbitrary

source can be presented. It is shown in [6] that (7 ) can be expressed as

R(7) = G(

- / / VPN (0)Pa (0)B(0) cos 2 fu(r — B - 0/c)dY (3.10)

where o is a unit vector specifying the direction, Py, (o) and Py, (o) are the normalized
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antenna reception patterns in the direction o, A, and A, arc the effective areas of the
two antennas, J3(o) is the brightness of the source in thedirection o, By is the baseline
vector, and df) is the element of solid angle over which theintegral is taken. Note
that theeffect of spatial variations on thedelay patternterm, G, has been neglected.
This approximation is justified if the reccived signals are narrowband, since the delay
term then varies much more slowly than the fringe term. This canbe seen graphically
in Figure 3-4; over the integral, theenvelope of the interferometer reception pattern
is essentially constant, while the sinusoidal compronent is more quickly-varying. In
addition, it has been assumed that the correct, geometric delay has been inserted to
compensate for the differential pathlength to the source.

A uscful quantity known as the complex visibility canbedefined as

. |‘/|(,J¢v — // \/])r ]f( ) jZﬂ]?i,\.-a/(: d§) (311)

After some manipulation, 12(7) can be expressed as

R(r) = i—‘-—i‘@( IV cos@nfor - 6,) (842

= aG (1) cos(2nf,m  dy) (313

where A, and Agp arc the effective collecting arcas of the two antennas. The variable

= 3/"11 Lez |V | has been introduced for notational convenience, and is the cross power
spectral density between the two noise waveforms, having unitsof W/Hz.Note that
V has the same units as flux density (W /m?/Hz).Inthcupper limit, all terms in
theintegrandof (3.1 1) except the source brightness approachunity, and V approaches

the flux density of the source being observed.

3.3 Cross-correlation for Baseband Signals

As discussed in Chapter 2, we arc assuming that all processing takes place at basc-

band. ‘1 bus, here wc compute the cross-correlation for the equivalent baseband sig-

29




nals. Recall that each bandpass RE signal is down- converted by two oscillators in
phase quadrature, resulting in a pair of baschandsignals. Consider representing the

bandpass signals as

ny (1) = a1(t) cos wel == Y1(i)sinw,t

no(t) - xa(l)cos wel -- 92(i) Sinw,l (3.14)

where w, = 27 f,. 1 .t ny (1) and 72() be bandpass Gaussian random processes cen-
tered in frequency at fo, and having spectral levels Nor and Nozs respectively. 1t i s
shown in [41 that z; (1) and y; (1) are then lowpass Gaussian random processes with
spectral levels 2N,,, and that xi(t) and y;(t) arc uncorrclated for allt(i= 1, 2).

Expressing the cross-correlation function interms of these lowpass processes, we find

]{111,712 (T) == ]9‘[”1 (t)?lz(f/ - T)]

1

1 - .
E ‘2 (]{71 ,J:?(T) l{ ]{yl,yQ(’]A)) COS WoT -+ 2 (]zl‘],il,‘?(’r) ]{'y},yQ(’I )) (i()S(?(U,,t on)

1 . 1
) 5(Rm,mz('f)‘Ra:l,yz(’f)) SIN WoT - 5(1@1 22(T) F Iay 42(7)) sin(2wol - w,T)
(3.15)

This can now be related to the form of the cross-correlation function found from

section 2. Assuming the fixed delay is not inserted, we know 1%,y 0 takes the form

Ry (7) = oG (T *- "rg) cos(weT © v)

= aG (1 - 74) CO8 Py COsW,oT G (T - 15)sindy, sin wer  (3.16)

Thus, the equivalencebetween (3.15) and (3.16) holds only if the following symmetry

conditions are true:
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Rara2(1 = Ryigo(7) = aG(1  7,)cos o,

Rpao(1) = Rppge(r) = oG(r  1,4)sind, (3.17

At this point, it is straightforward to show that the cross-correlation of the complex

bascband signals will take a similar forin:
Rian(1) == Eln(ny(t 7 )= aG(r  7,)e!* (3.18

The phase @7, accounts for the visibility phase ¢, plus any phase difference introduced
by the local oscillators at the two antennas. After down-conversion to baseband, one
of the complex signals is delayed by an amount 7,, to compensate for the geometric
delay at some position €,.  practice, this delay 1s computed based on the position of
the spacecraft. This delay will, in general, be different from the quantity 7, in (3.18),
since the background source is at a slightly different position than the spacecraft.
However, we will assume that this “residual delay” is very smal compared to the

inverse filter-bandwidth. Thus, (3. .8 becomes
Riy 2, (1) & aG (1) (3.19)

where G(7) is some lowpass waveform centered at 7 == 0. We shall sce in the next
chapter naat the difference etween the relative noise phase ¢V, and relative signa
phase ¢1o (defined in Chapter 2) is an important paramecter in determining the ar-
raying gain. We denote this quantity by 95 2 T — P12

Note that in derviving (3.19), we have considered the noise generated by the
background source only. As mentioned in Chapter 2, however, the additive noise
present w th the telemetry signal is actually composed of background noise plus that
due to receiver electronics. Nevertheless, (3.19) can still be used to describe the cross-

correlation, since the noises due to electronics at distinct receivers are independent.

Furthermore, t should be noted that (3.19) closcly resembles he form of the auto
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correlation function for the complex baseband noise observed at asingle antenna.
Specifically, for noise with a onc-sided power spectral denstity level of NO W/11x, the

autocorrclation is given by
Ry (1) = En)n' ({t -- 7)] = NoG(7) (3.20)

1,01 the correlation coeflicient between the noise at two antennas be defined as

= Ll (3.21)
VN(‘I N02
An upper limit for p is found Hy assuming that the source isinthe peak of both

antenna patterns, and is very small compared to the fringe period. In this case,

/15,75, (3.22)

where T, and 75, are the system temperature increases duce to the source at the

individual antennas. Combining (3.22) with (3.21) yields

7.7
- fise 3.23
’ \/737‘2 42

where Trand 7jare the total system temperatures at the two antennas.

3.4 Experimental Data

To illustrate the basic concepts of noise correlation due to a common background, an
experiment was conducted using two of the DSN’s antennas at the Goldstone, Cali-
fornia complex. observations of 3C84, which isabroad-band radio source, were made
at S-band (2.3 G1lz) from a 70-m and 34-m dish antenna. Thesignals were down-
converted to bascband, filtered to a one-sided lowpass bandwidth of 115 kHz, sampled

al. the Nyquist rate of 230 kHz, and recorded on magnetic tape. The recorded signals
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were then processedon a S u n - workstation to compute the correlation as a function
of time. Figure 3-5 shows the normalized correlation p and the measured visibility
phase over a period of approximately 8 1/2 minutes. A 0.1 scecond integration time
was used to estimate the correlat ion for cachpoi nt.  The sharp transition approxi-
mately 1 minute from the start indicates the time one of the antennas moved from

off’ the source to pointing at it.

e

(degrees)

time (rein)

Figure 3-5. Experimental correlation data for 3C84

For the70-m antenna, the source temperatur ¢ was measured to be T, = 35.8K,
and the total system temperature (including the source) was measured at 77 = 50.3K.
The corresponding temperatures for the 34-11 | antenna were 75, == 7.86K and 15 =

40.96/. Note that the contribution of the radio source to the 70-in system tcmJ)cr-
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aturc is roughly four times greater ducto the ratio of the collecting arms. Based
on these numbers, the upper bound for the correlation cocflicient, using (3.23), is
p < ().37. Themean correlation coefficient measured is approximately 0.26. This
difference can be explained by the “resolving” effect. The physical scparation be-
tween the two antennas is 500 m, from which we conclude the fringe spacing, given
by w = ¢/ f,),, 1S on the order of 3 x 1 0°radians. Theangular size of 3C84 is
comparable to this, being approximately 1 x 10°radians. ‘1’bus, some decrcasein
the correlation is expected duc to averaging over’ the fringe oscillations.

The above exampleillustrates show physical parameters such as source size, base-
line length, observation frequency, and source aud system temperature can be com-
bined to form arough estimate of what degree of noise correlation can be expected

for a given scenario.
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Chapter 4

Full Spectrum Combining

Performance

This chapter contains a quantitative evaluation of full spectrum combining perfor-
mance inthe presence of correlated noise. InChapter 2, it was noted that both the
ideal arraying gain, G4, and the arraying degradation, D, arc d ifferent when corre-
lated noise is present relative to the case of uncorrelated noise. Section 1 evaluates
Gainterms of the noise correlation parameters pi; and 1y described in the previous
chapter. Section 2 then computes the degradation duc to imperfect synchronization
for full spectrum combining, Ds,.. We willsce that a major difficultly caused by
the the noise correlation is the issue of phasing the array. The conventional phase
estimation scheme, discussed in [I] and [2], is described, and a modified method to
offsct the problems caused by noise correlation is proposed. An expression for the
arrayed symbol SNR, taking into account phasec-alignment and demodulation 1o sscs,
is then in'cmltcd, and the degradation is computed. Finally,the analytical results

arc comparcd to values obtained by simulationin Section 3.

4.1 Ideal Arraying Gain

Consider an array consisting of I, antennas. Recalling the signal format for deep-sl)acc

telemetry presented in Chapter 2, the complex baseband signal from the * antenna



can be expressed as

(1) = &i(1) + ni(1)
= \/]k’(;.r(zj(“"’H 0ei) 4 j\/];,;d(t) sqr(wsel 4 056))@ @D (1) (4.1)

From (2.21), the combined bascband signal for full spectrum combining can be ex-

pressed as

"A"cmnb(t) = g'vomb(i)"i ﬁcomb(t)

= Z ﬂl S 4 712( )) de’li
= Cj(wbH Oq)Zﬂi (\/]; -+ ]\/] (0 (] gq] ww[ - Ow)>
=21

L
-+ Z ,Biﬁi(t) I (42)
1= 1

where we have assumed the i signal has been phase-rotated by an amount 91 to
compensate for the difference in carrier phase! between the 18 and i antenna. |If
all the noise processes fi;(1) arc uncorrelated, the SNR of the combined signal is
maximized if the weights f; are chosen to satisfy the condition

Pr. Noy
= ol 43
Bi = \/],T] N, (4.3)

for i = 1...L. Note, however, that this is not the optimal choice of weights in the
case of correlated noise waveforms. Furthermore,the optimal choice of phases used to
array the signals is not necessarily the relative signal phases, #1i- Using the phases ¢
will certainly maximize the arrayed signal power, but not necessarily the ratio of signal
1o noise power, which is the relevant criteria for optinization. The problem of optimal
combining weights and phases for signals with correlated noise has been analyzed in
[7], where the results are applied to an array of antenna feed clements. However,
computation of these weights regquires knowledge of the pairwise correlations between

]4’, . . . .
the noises, @€Y . A scheme can be devised to estimate the required parameters in
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real time and modify the weights accordingly, but would significantly complicate the
problem. Our goal, instead, is to determine the performance impact of the correlated
noise assuming the traditional combining scheme is used.

The total combined signal power, P, is given by

]J - ]/[Scomb \f ] Iy [ mnb(t)] (44)

If the weighting factors are chosen according to (4.3), the combined signal power

becomes
L v+ L }4 WiYj (4.5)
121 7- 1
[F)
where y; ¢ A““ oL

The mIC-Sided power spectral density of the real and imaginary par s of thecom-
bined noise is given by

N

1 .
N(, =3 ]/[”(()mb(t) l(mnb(t) (46)

253
where I3 isthe one-sided bandwidth of the noise waveforms. Note that the factor

of two in the denominator of (4.6) results from the fact that the real and imaginary

parts of the noise each has half the power of the complex noise. krom the definitions

of power spectra] density and cross power spectral density, it follows that

Bla(t)a; ()] - - 2N, B (4.7)
B[R )7 (1) == 20i,¢™ B (4.8)

Equations (4.2), (4.6), (4.7), and (4.8) can be combined to find the power spectral
density of the combined noise, yielding

N, = 01 L% + Z L \/7)[1'7]/)1169 G ) (49)

1=-1 g=:1
iy
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The I’;/N, of t}¢ combined signal is thus given by

\1, 0
Po Dol /0) " (4.10)
No Noy 3350y ii= 224 12,1 ]\/7}/27_7p1] it

where ¥ = ¢ - ¢ij, as defined in Chapter 3. The parameters pi; and ;5 describe
the relevant. statistics for the noise correlations between the various antenna pairs,
and determine the correlated noise impact on the ideal arraying gain.

The combinedsignal is finally processed by asingle carrier, ,subcarrier, and symbol
loop. Assuming perfect references at each of these three stages, the symbol SNR of

the arrayed signal becomes

2I]) (>4 1 'ﬁ)
SN Rigeal - L & —
weal N Sym }41 ] ’Y? T 2441 241 1 (’Ysz])]/}/)ij (3]1/%']
20,
- G 411
NO, Ry @10

where G4 is the ideal arraying gain due to combining the signals. Note that setting
all the noise correlation cocflicients pij to zero results inGa = Y27 1 %, which is the
ideal arraying gainin the case of uncorrelated noises, as discussed in [1].

Further note that theideal arraying gainin the presence of correlated noise can
be higher or lower than the uncorrelated noise case, depending on the phases ¥ij-
The intuitive reason 107 this can be understood by considering an array of two equal
antennas (i.c., v1 = 2 == 1.) Figure 4-1 shows values for G4 for two equal antennas
as a function of p aud .Forp=:=0, the ideal ariraying gain is a constant 3 dI3, as
expected. Now suppose the noises have some nonzero correlation coeflicient p, and
some correlation phase ¢™. If 9= 0°, then the phase difference of the spacecraft
signal as observed by antennas 1 and 2, ¢, is equal to the noise correlation phase
¢". Thus, phasc-aligning the two signals also phasc-aligns the correlated component
of the noise. The noise from the backgroundsource adds maximally in phase, and
t h e combined noise power increases. ‘1°bus, the combined SNR decreases, and hence

the arraying gain fals below 3 dB. By contrast, if ) =:180° phasc-aligning the
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signal results in combining the correlated compoinient of the noise 180° out of phase.
The noise therefore combines destructively in this case, and the arraying gain is now
greater than 3 dB3. For interm ediate values of 4, the arraying gain varies continuously

from its minimuin valuc at ¢/ == 0° to its maximum at g = 180°.

Ideal Arraying Gain
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Iigure 4-1: Ideal arraying gain G4 for various p, 4

42 Symbol SNR Degradation

]n practice, perfect phase alignment- and ideal carrier, subcarrier,and symbol refer-
cnces arc not available. Some degradation in the arrayed symbol SNR is therefore
incurred due to synchronization errors. To quantify the degradation, wc first find the
sct of density functions for the phase alignment errors Ad)]i:/:\d)],- — ¢, i= 2 .1,
This set of’ functions is then used to compute the 7% /N, of the arrayed signal. Adding

in losses due to carrier, subcarrier, and symbol tracking, the symbol SNR at the

39




matched filter output, canbe computed. Finally, comparing the actual symbol SNR
to the idcal symbol SNR given by (4.11) yields the degradation for full spectrum

combining.

4.2.1 A ntenna Phasing

A set of phase estimates ¢;; for i= 2.. .1, arc nceded to alignsignals 2...1, with
signal 1. in the description of ¥SCgivenin [2], the phasc diffcrence between §; (1) and
§ (1) is estimated by filtering the two signals to some lowpa ss handwidth 13, Hertz,
multiplying them, and averaging their product over Zeorr seconds. T'he phase 0f this
complex gquantity is then computed by taking the inverse tangent of the ratio of the

maginary to real parts. A block diagram of this schieme is showninFigure 4-2.

Hea()
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_—

filter ] /q\)
r, (1) [ ]* @'-»D]'__— I'an ()»):—) _——

- | 1-OWpass f
Inn{t )
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Figure 4-2: Conventional phase estimator

The complex product of the basecband signals after averaging), #,is given by

] ~ ~ ~% ~ %
7= G+ i (0)(8, (0 + i, (1)

v S . 1 . . -
= (\/})(11])(1,- + \/7)1), )I),-]])CM)]' -4 7;"'“/(7%,11(0 4 Tuy, (t)nlm(t)) dt

corr
(4.12)
where H is given by
4 ?2 M 1
H = |- — 4.13
(ﬂ) Z; 217 (4.13)
i odd

and M is the highest harmonic of the subcarrier passed by the lowpass filter. The

term 7, () is composed of signal-noise termsin the product and has zero mean.
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Note, however, that the noise-lioisc term, 7y, (1) iy, (1), docs not necessarily have zero
mean, due to a possible correlation that exists between the two noise waveforms. The
expected value of this noise product can easily be computed from the cross power

spectral density of 7;(1) and #; (f,); thus,

L7} = (\/]’(11 Pe; H \ﬁj'])l'”)]')i'}])(iw” g 2/)1,1-\/N(,;/’\%i]},,,(fﬂ’?i (4.14)

Since ¢Y; is not necessarily equal to ¢;;, the noise product introduces a “bias” to the
estimate of the relative signal phase. This situation can be represented pictorially in

Figure 4-3. The complex quantity }/[Z] can be thought of as a vector sum of asignal-

Nl
~
l

® _ - S
) 3
¢1,i

Figure 4-3: Complex corrclation vector

to-signal correlation, S, and a noise-to-noise cor clation, N. Note j1ow the presence
of the noise vector biases the mcasurement of the phase of the complex correlation.

The relative magnitude of these vectors is given by

| 1 o Pe ' P\

N vk + H (»*—- ;.) 4.15
l 2/’11‘ ]glp (Nol No,') ]\701 ]Vo, ( )
For typical parameters, cven relatively modest levels of noisc corrclation canlead to a

suhst,ant,ia]biasing effect in estimating the relative signal ]')]121‘8(',. For example, consider
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correlating two signals cach having a Fr /N, of 20 dB-Hz with a 1 kHz correlation
bandwidth. Kven if al subcarrier harmonics arc included in the correlation, making
H =1, a corrclation coceflicient as low as p = 0.1 makes the ratio in (4.15) equal to
0.5. The phase estimmates are then influenced more by the relative nowse phases @7,
than the desired quantitics ¢y;, leading to a high amount of degradationin comnbining
the signals. A practical implementation of full spect rum combining therefore requires
amodified phase estimation algorithm if correlation levels encountered will generate
significant biases.

The method of phase estimation shown in Figure 4-4 can be used for this purpose.
11lere, each signal is filtered to some bandpass bandwidth 34, and an additional com-
plex correlation is performed between the resulting waveforms. T'he center frequency

of this filter is chosen so as to not capture any energy from the t elemetry; this can be

1

Lowpass
filter ;
l.i (l) " "—“l J‘ ’ —--]Re { }
Lowpass l ]
filter

“ay] @
Tan (;)—»

Bandpass )
filter ; T
| i | L—-11Im { }
Bandpass * —

filter [ ]

Figure 4-4: Modified phase cstimator

accomplished by locating the filter at an even multiple of the subcarrier frequency,
for example. After scaling the noise-only corrclation by the 1 atio of the lowpass
to bandpass bandwidths, this quantity provides ancstimate of the contribution of
the noise to the total correlation. The bandp ass correlation can then be subtracted

from the lowpass corrclation to compensate for the incan correlation vector |N . The

compensated correlation can thus be expressed as

Zo= (JPePe 4P, P 4 o / (Fran() 4 iy (1)1, (1))t

jcm r
By 1 / o
S A n 1 ’[l* . i df
]}bp 7ycor1~ bl’l( ) b]h( )
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(VP Pt J P P D)™ 4 N (4.16)

where the the noise term N now has zero mean. The phasc estimate is then found
by taking theinverse tangent of the ratio of the imaginary to real partof (4.1 6), i.e,

i 11 AP o) sindni 4 No
a1 [T AT I D) sing, (4.17)

\/1 W \/J}; 1) cosdri 1 N
whiere Nyand Ng arc the real andimaginary parts of N, respectively. Note that
although N,and N, have zcro mean, their joint statistics arc still influenced by the
correlation between 7oy () and 72; (t). These statistics are anal yzed in Appendix A,
and the density function for the phasc estimation error A(/)“-- b, i - ¢y, is derived.

In [2], a quantity known as the correlator SN1 is int roduced, defined as

IAVAI DM VA
SN ears ”'}5'27,*][--]1 [[/];« ‘(7] (4.18)

The corrclator SNR isameasure of thespread of the phase error density py (A¢y;), and
is inversely related to the variance! of the phase error. In [1], where FSC is analyzed
for independent noises, it is shown that the phase error density can be expressed
solely in terms of the correlator SNR. For the correlated noise case, the density is
given in Appendix A interms of the corrclator SNR and the correlation parameters
P and ;.

Figures4-5 - 4-7 show the density function py(A¢) for various values of p and
+p. The signal parameters chosen for these curves are (1% /N,); == (Pp/No)e = 25
dB-Hz, A =90 deg, with seven subcarrier harmonics included in the correlation. The
corrclator parameters are I3y, = - By, = 15 kHz, and T,,,, =- 3 scconds. Note that even
for a noise correlation as high as 0.4, the density function looks remarkably like that
of the uncorrelated noise case. Simulations were performed for the same parameters,
and densities collected for the measured phase estimates. These results are shown

with the analytical curves inFigure 4-8.
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Figure 4-5: Phase estimate density - p= O
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Figure 4-6:Phasc estimate densities - p = 0.4
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Figure 4-7: Phasc estimate densities - p:0.8
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Figure 4-8: Phasc estimate densities with siinulation points

422 Arrayed Symbol SNR and Symbol SNR Degradation

Using the set of est mated phases to align the signals, the :onibined signal becomes

'fcorrlb(t) - gcomb(t) ok ﬁcomb(t) (4]9)
L R L .
= 3 B g () + Y B e (t) (4.20)

L — L '
< 3B T Gy P, sarud + O,)yer et 001 2
i: ]




1 .
43 B I Pag(1) (4.21)
i1

The combined signal power conditioned on the set of phase ¢1101s Ag,; is thus given
Ly

])ll - }’/[9(0,”(,( )]]/[qcmnb( )] (422)
L ) L 1 .
= ),]‘1 Z’Y’l _‘ Z >ﬂ ’)/i'Tj(fJ(Ad”r Ad'lj) (423)
i= 1 i J";;J

Similarly, the conditional noise power spectral density is given Loy

1
! - ]f Neomy 4 t 424
No 2]3 [ b( ) 7’mmb( )} ( )
N, L L Yy ) 2 piy €V (O ) (4.25)
\i: 1 v 1521
[E] )

Taking the ratio of (4.23) to (4.25) yields the conditonal 1% /N, of the combined

signdl, i.e.,

Iy Iy Lz Y L 1>;J 1’)’, (D¢ - D)

;j)/; R

4.26
NO 0] th ]’)Il -—l» ZZ ]24] l(f)/lryj)l/ /) ().71/’:] p](Ad’lt Ad;]]) ( )

After carrier and subcarrier demodulation and matched filtering, the conditional sym-
bol SNR of the arrayed signal is given by
2P0, T zl:l 71’2 -+ ZL 2‘?1 'Yi'Y'Cj(Ad'“_ A1)

. [ _ 73 RS ) . ()2(}2 CZ
N()] ]{qy"n Z{:] Yi -4 Ell;l 1(’)/1’)/‘7)]/ [)]-C]"/Jij (j](A¢'H‘ Npyj) ¢ serrsy

SN =
(4.27)

where Cg, Cs.,and Cy,, arc the carrier, subcarrier, and symbol reduction functions,
respectively. The unconditional symbol SNR is obtained by integrating (4.27) over
the density functions for ‘o1 . .11 and the loop crrors Ges Pse, and gy In order

to simplify this computation, the loop errors and phase estimates are generally as-

sumed to be independent. Taking expectation with respect to cach of these quantities
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separately yields an expression for the unconditional symbol SNR, namely

SNi = czcz

9
01] 'YL

2 ~1 ~1, IDND - Ay

/ / [ PIHER A Li;]>uj;! Yiry 7 B0 B
) S 2 H R
1 <=l A )
Y v S S () 2y v B a0)

77

])(Ad)]i) . '])(Ad)]],)]dA(/)]Q e (lA(f)]]l (428)

where C2,C%,, and (” arc givenby (2.13) - (2.1 5)interms of the respective loop
SNRs,and the density functions p,(A¢;;)are as givenin Appendix A. Note that the
arrayed I’y /N, 1S used to calculate the three loop SNRs, cach of the three loops is
tracking the combined signal. Taking the ratio of (4.28) to the idea SNR, (4.11),

yields the degradation for full spectrum combining;:

(J(A‘f‘lt A¢’1])

D ez e S X 20
c c [d ,z ],yz ' >41 ]L};I(Y'l’)/]) / p” (1]1’/'-7 (g](Ad)lt Ad)]])
i)

p(Adrs) - ])(A(/)”,)} dApry- - dAgy. G (4.29)

Note that ])fsC is cqualtoonein the upper limit, where A¢;;-O for i= 2...1, and

4.3 Simulation Results

A simple two-antenna array was simulated under conditions of correlated noise to
verify the analysis given above. The symbol SNR of the combined data was measured
using an SNR estimator known as the split-symbol moments estimator, and divided
by the idcal symbol SNR to obtain measured degradations. The signal parameters
USCd were 1%, /INO, =. 5, /N,, = 25 dB-1 1z, Ry, = 200 sps,and A == 90 degrees.
The carrier, subcarricr, and symbol loops were operated with bandwidths of 3.5 Hz,
0.75 11x, aud 0.15 Hz, respectively, with a symbol window of 1 /2. The correlation

cocflicient between the noises, p, and the relative noise phase, were varied over a
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range of values.

Figure 4-9 shows simulation values along with curves describing analytical results
for a “high” correlator SNR. The correlation bandwidths and integration time were
chosenso that degradation resulting from imperfect phasing are negligible compared

to the carrier, subcarrier, and symbol losses. The curves show that more degradation

as p increases for 4= 180°! This can be explained by noting the effect of varying p and
y on the arraying gain. For ¢ == 0°, increasing p canses a decrcasce in arrayed symbol
SNR, as explained in Section 4.1. The loop SNR of the three loops thercfore decreasces,
resulting in more carrier, subcarrier, and symbol loss. 1 3y contrast, when == 180°,
increasing pincreases the combined % /N, and 1 aises the three loop SNRs. This
results inless degradation in demodulating the signal. Since the correlator SNR is
high in this example, the demodulation losses are the dominant source of degradation,
and the trend shown in Figure 4-9 is thus explained.

Figure 4-10 shows the samnc results performed for a relatively “low” correlator
SNRR. 1 lere, the degradation curve for ¢ = 180° actually lies below the curve for
¢ == 0 degrees. This result, although scemingly counter-intuitive, can nevertheless
be explained qualitatively. Note from (4 .27) that the phase cr1or terms A¢y; appear
inboth the numerator and the denominator of the SNR expression; the Phase errors
affect both the array ed signal power and the arraycd noise power. This iSin contrast
to the uncorrelated noise case, where only the numerator depends on the phase errors
A¢;y; since the noises arc uncorrelated, the choice of phases used incombining thcm
dots notaflect their arrayed power. The phascer rors A¢y; always decrease the ar-
rayed signal power, but can decrease o1 increase the arrayed noise power, depending
on the phase paramecter ¢. For ¢ = 180°, the noise power is increased by errors in
estimating ¢y, since phasing the array perfectly results in maximum noise cancella-
tion. Therefore, (estimating the phase imperfectly results in a twofold penalty: the
combined signal power is lessened, and the comlined noise power increases.  This

! The phrase “decreasing degradation® is used looscly t o mean decreased synchronization 1o sscs;
in actuality, numerically lower degradation implies greater losses incuri ed.




results in increased degradation duc to phase alip nment. On the other hand, when
Y= 0°, phase misalignment decreases the arrayed noise power. Since ¢y; = @7 in
this case, aligning thesignalsimperfectly also lessens the constructive addition of the
noise. The reduced noise power due to phasing errors therefore have a mitigating
cffect on the degradation incurred,

Full Spectrum Combining Degradation -
High Correlator SNR

0.0
-0.2- « X =TT
X mmm=TT —T y=180°
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Figure 4-9: I'SC degradation - high correlator SNR

It should be noted that the fact that the )= 180° case has more degradation
than the ) = 00 casc in this example dots not mean that the overall performance of
the array is worse for 1y = 180°. Recall that degiadationis defined as the deviation
from the ideal arraying gain, Ga- Inthe above example, althoughthe degradation
for ¢»= 180° is dlightly higher, the ideal gain is substantial] y higher than it is for
= 0°. Thus, to determine the absolute performance for the array in terms of total

combined SNR, both theideal gain and the degradationmust be accounted for.
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Chapter 5

Complex Symbol Combining

Performance

Here, we analyze the performance of complex symbol combining in @ manner that
parallels that of the Previous chapter. Recall that the expression for SN Iigeq is the
same for CSC as it is for F'SC, as discussed in Chapter 2. Thus, the derivation of the
idea] arraying gain for complex symbol combining is ommitted here, and the phase-
alignment algorithm used for CSC is analyzed in Section 1. Scction 2 then computes
the arrayed symbol SNR and the symbol SNR degradation. Finally, ssimulation results
arc presented and compared to analytical results in Section 3.

It was briefly pointed out in Chapter T'wo that the subcarrier and symbol tracking
performance for CSC is different from that of the conventional receiver, since carrier
demodulation is postponed to the end. Since subcarrier and symbol tracking arc
performed in the absense of carrier lock, the loop SNRs of these loops arc different
than in the case where coherent carrier demodulat ion precedes subcarrier and symbol
tracking. Two types of subcarrier and symbol loops that mmay be used in complex
symbol combining arc discussed in [2]: the conventional,or ‘(I” loop, which uses
only one of the two signals in the complex pair to track, and the “1Q”loop, which
uses both real and imaginary channels. Wc will assume the 1Q loops arc used, since
they have higher loop SNRs. Following matched filtering, the complex symbols from

each recciver arc transmitted to a central location for combining. Asin the case of




full-spectrom coinbining, correlations are performed to phase-ali~,r) the carriers, after
which the signals are weighted and summed coherently. A baseband Costas loop is

finally used to demodulate the carrier.

5.1 Antenna phasing

The complex symbol stream from the ii}’ antennais given by
b k?) — \/],d'i'(/,smcrsyi (l(l\/) Cj(wz,'l@k% 0:) 1 Nl(k) (5])

where Cge, and Cy,, arc thesubcarrierund symbol reduction functions for the ith
receiver, 75 is the symbol time, and N;(k) is the noise output f1 om the 5 matched

th

fitter. Taking the complex product between the 15 and " strcamns yields

7 = Vi (R)Y; (B) = /P, P0,Coer CosCoagn G | New(k) 4 Ny(R)N; (k) (5.2)

where the signal-noise terin Ns,n(k) has ze1 0 man. Once agaiu,the complex noise
product N, (k)N; (k) has nonzcro mean if the correlation coefficient is nonzero, and
introduces a bias to the signal correlation vector. Note, however that the spectrum
of the signals at the point of combining, )1(k), do not contain cinpty bands as in
the case of full spectrum combining. Demodulating the subcarrier collapses al the
data sidebands to bascband, alowing a much narrower combining bandwidth. Since
the shared information rate for CSC is equal to the symbol rate, there is no excess
bandwidth that can be used Lo measure the correlation of the noise alone. This problem
may be solved by adding an extra matched filter for each receiver to capture noise
only. Before investigating this Possibility, however, we calculate the expectation of
the noise Product, F[N;(k )N*(A)]

Consider the block diagram of Figure 5-1, which shows the processing for complex

symbol up to the matched filter outputs. The signal s;(¢) is the subcarrier reference



th

from the ** subcarrier loop, given by

si (1) = sqr(wsel -t- Os -t Pseqy (5.3)

where 0. is the instantaneous subcarrier phase, and ¢4, is the instantaneous phase
error inthed”100]),” fori=1... L. The limits of integration for the i** matched filter

are given by

tl,‘ = k‘yys + 7; (54)

tu;‘ = (k _{ ])7"\ '~'T1 (55)

where 7; is the timing error in the i"symbol loop. The matched filter noise samples

arc thercfore given by

. 1 /UH UTH 7

Nz(k) = 7’; kTs 75 'ﬁ,(f) sqr(wsct + Osc -t (/’sci) di (56)
. - _], \mﬂ)’f's“j .
N](k) T JRT T 'flj (t) sqr(wsct =4 Osc 1“ d’scj) dt (57)

The conditional expectation Of Nz(k)N; (k) given the subcarrier and symbol timing
errors canthenbe calculated by combining the above expressions with the cross-

correlation function for the complex baseband noises, i.e.,
Iy (w,0) = B[R (u)n; CU)] = a5 €7% 8(u 7 v) (5.8)

A delta function is used to express the cross-correlation for mathematical conve-
nicnce. In reality, the cross correlation function takes the form G(7), where G(T) is
determined by the shape of the front-end receiving filters (See Chapter 3). However,
this approximation is justified, since the cross spcctrum is essentially white over the

bandwidth of interest (i.e., the data rate bandwidth 1 /7).
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Using (5.6) - (5.8) yields

- - 1 (k4 DT 7 pkA D)Ta 475 .,
EIN;(K)N: (k)] = E {/ /k iy (u)si(u) 7 (v)s;(v) du dv

— )
1? KT+ 74 Tod 75

k4 D547 plk41)T54 715
/( / B TR s;(u)sj(v) du dv
K k

Ts+ 7¢ Ted 75

s AT
;¢

T
] S
JoY;

. t"'l L3
Wi @ / ’ si(v)s;j(v) dv (5.9)

2
] S tinin

where the limits of integration of v are given by

lpin o 0 Max (1437‘q + 71, KT + 7-1.) (5]0)

e 1111} ((k) + ])71 + 7, (’* - ])719 - 7_/) (51])

Finally, integrating with respect to v yields

NES T* aijcjd);lj 2 p] n .
LINi(K)N;(R)] = - T (1- %.d’sci — Ou; 1) (s = |7i = 730) (5.12)

S

1 P o) 0 duD) (519)
= ;7% Ry Cie, Cy, (5.14)
Note that in the absence of phase errors in any of the loops, (5.14) reduces to
(YijCM':; Rgym, which is simply the cross power spectral density of the noises (1)
aud 7;(t) times the cffective bandwidth of the matched filter. 7Phus, phase errors in
the subcarrier and symbol loops actually reduce the observed noise correlation at the
point. of combining. This is in contrast to the casc of full spectrum combining; since
the signals arc combined at the front end, the noise correlation is proportional to only
the cross power spectral density level and the front-end bandwidth.

Calculating the unconditional covariance of the matched filter noises requires tak-
ing the expectationof (5.14) with respect to the phase 11018 ¢y, Psc; s Psy;» AN gy, -
T'wo approximations are made to perform this computation. i st, the densities of the
phascerrors are assumed to be Gaussian. This conditionis nearly satisfied for loop

SNRs above 1() dB3,and is consistent with the approximationnadein []]. Sccond,
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the phase errors of all loops are assumed to be mutually independent. This state-
ment isnot strictly justifiable, since the subcarrier and syinbolloops from a single
receiver arc affected by the same noise, and furthermore because the noises viewed
by scparate receivers are correlated. Nevertheless, it is invoked for the purpose of
making a first-order approximation to evaluating thc unconditional covariance. The
quantities ¢g; = ¢se, aNd Py, Pgy, are then Gaussian-distributed with known mean

and variance,and the unconditional expectation JS[N;(k) N} (K)] becomes

]("[Nz (k})N; (k)] = (Yijde)?j]{sym_cscwcsyij

N 2 [2 ,
= pij\/rNol,Noj(:Jff’n Rsym (l - ;T\/;(ogml_ +4 oé')“‘] )1/2>

1 (2 2 2 \1/2

Fquations (5.15) and (5.2) can be combined to calculate the ratio of the signal to

[Sa}

ju—

sl
S

noise correlation magnitude, analogous to that computedin (4.1 5):

|S| 4.1)1)1.])1)‘ Cye, Coyy e, Cyy,

7 - NT 2y ais
|N| /)ij \/Nol No,vRsym /8Cij 7 SYij
, 1/2

I 5.16
Pij]Yol NQ.") (5.16)

where F /N, = PpT5/N, is the bit SNR. In makiug the approximnation of (5.16), the
effects of synchronization have been ignored for simplicity. This result provides a
useful “rule of thumb” for determining if the noise correlation is a significant bias in
estimating the relative signal phasc. If [$]/|N|is much less than one, then an extra
correlation is needed to compensate for the noise vector, as mentioned earlier. Onthe
other hand, if this quantity is much greater thanone,thenit is unnecessary to add
the extra matched filter channel to perform the noise-ollly correlation. Estimating
the degree of correlation p that will be observed for a pax titular antenna pair and
applying the rule described above will indicate whether or not the noise contribution

tothe total correlation is substantial, and must be compensated for by performing
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an additional co:relation.

Here we briefly deseribe Ilow the extra matched filter outputs can be used to
measure the noise correlation: The complex baseband signal from cach antenna can be
shifted in frequency so that anempty portion of the spectrum is located at baschand.
This may be accomplish ed by shifting by an even multiple of the subcarri er frequency,

i.e.,

B0 = (VPae i P d(t) sar(t 10T 4 iy(h) ) e
w E@) 4 () (5.17)

where N isan even integer. The shifted signal can then be multiplied by the subcarrier
reference from the i antenna, and Passed through a matched filter using timing from

the i symbol loop, as shownin Figure 5-1. ‘1’ bus,

- 1 (kA )T+ 75

Ni(1) = f: (1) sqr(weel 4 Ose 4 yey) di (5.18)

Ty Jriedm

From the above analysis, it is clear that IQ[N{(I»)]‘:’;(k)] will be givenby (5.15). Cor-
relating the two noisc-only matched filter outputs thenyiclds a quantity that can
be subtracted from the total correlation, 7, to compensate forthe noise bias. The
density function for the phasc estimate computed using this technique is similar to
the I*'SC case, and is analyzed in Appendix B. Note, however, that performing this
compensation requires increasing the combining bandwidth beyond what is required
for CSC in the uncorrelat ed noise case, as well as additional hardware to process the
extra channel containing noise only. A tradeoff inperformance versus complexity
must therefore be made to determine if complex symbol combining is an attractive

option when corrclated noise is Present].




52 Arrayed Symbol SNR and Symbol SNR Degra-
dation

An expression for the conditional arrayed symbol SNR can be obtained in a similar
manner as the full spectrum combining case. The combined signal for complex symbol

combining is given by

/cmnb(l”) = Scomb(k) - NCO?'Lb(k)

L
=Y fieitn \/’ i Cse, Cay, d(k) U=uTeb1 00 iNi(k)> (5.19)
i 1
The conditional signal power, defined as B[Seoms (k k)| F [ S (I is given by

I L o - ‘
) = ]l)1 272(12 (13% + Zz%%(}scicsci(“syi ’Ysyj/w/d:] (f](lwh Aml)) (520)

1= 1 j='1

where, as before, Agy; is defined as the error in estimating the phase difference be-

th

tween the 158 and " signal, ¢1:”¢1:- The one-sided power spectral density of the

real and imaginary parts of Neomb(k)isgivenby

N(/, = T Var (Ncomb(k))

L I ~
= 1,5 | BidNy(k)) x (Zﬁc 75 N; (k) (5.21)
i=1 J=:1
Using the relations
~ N,.
E[N;(k)N; (k)] = *j." (5.22)
S
~ ~ Pij No‘,Noj cd);lj o
]‘)[Nl(k) ;(k‘)] = - ’\/'T— T (/sc,-j (»’syij (5.23)
Equation (5.21) canbe showntobe equa to J ‘fl:u
G/
Lo Voo aa)
= N, (2 v A S0 ST A0 Csery Cgyye” OO0 89 (5.24)
i=1 j=1
iy




Taking the ratio of (5.20) to (5.24) then yields the combined 1, /N, for CSC. The
combined signal is finally processed by a baseband Costas loop and the conditional
SNR adding in carrier losscs is given by
o ary, SEtOLC 4 N 90O U PO
TN Nt S v e sCoc, Cony et citoen sy e
(5.25)
Computing the unconditional symbol SNRrequires taking the expectation of the
above quantity with respect to the phasc errors g, and ¢, fore=- 1. .. I, the phase
estimates ¢rifori=2 . .. L, and the carrier phase error ¢.. Once again, we assumne
all loop ph ase ervors and phasc-aligning crrors ar ¢ mutually independent.  ~'bus,
integration over the carrier phase error ¢, is acconiplished easily by considering the
carrier reduction function CZ2 separately. However, unlike the case of full spectrum
combining, the subcarrier and symbol phase erross appear in be th the numerator
and the denominator. The expectation with respect to the subcarrier and symbol
phase errors thercfore cannot be givenin closed form. Calculating the unconditional
symbol SNR for even asimple two-clement array would thus require a 5 order
numerical integration. Rather than resort to such I)rut,c-force tactics, wc make further
simplifying assumptions to alow evaluation of some of the integrals in closed form.

In taking expectation with respect to the ¢y, and ¢gy, terms, we apply the ap-

proximation
LT, Elz]
to the ratio of (5.25), yielding
21y
SNIR= D1
No]]{eym
Q'G(‘,q'sy‘q’[zdl ]’)/1 /¢(1 Syt L :gl 1 71 YJCSC, l“‘] /qul(l‘\'l/ (](A(ﬁd-rA(f‘Jl)] —(—j
Es |- T Ry ey - | CF
q ]d'sc, Squ.[zl ]f),l‘{ L ” l\/)’z'}’]pn(/sc,_,(”w (’JLH;(J(A(fm Alf’l])] ¢

(5.27)

where @ is the set of subcarrier phase errors ¢y, for i == 1... L, &g is the set of
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symbol phasc errors ¢y, fori= 1. . . L,and d is the set of phasc estimates <f)“- for
@ = 2...L.The approximation of (5.26) is rcasonable if the mecanof y squared is
much greater than the variance of y (i.e, if ¥ isnecarly a constant). ‘I"his condition
is met for the case under consideration, since it isimplicitly assumed that the loop
SNRs of the subcarrier and symbol Joops are high enough to maintain]ock, with 13
d3 being atypical threshold. ‘1'bus, the variances of the reduction functions Cs.,;; and
“syi;» which contain the 1oop phase errors, Will be small compared 1o the mean of the
entire denominator term.

By the above argument, the unconditional SNR can be evaluated as

20, .

0} {'s'ym

R, czyl + >:1' 231 970k Gy oy Clgy @800 8010

J
/ / [ 41 ]’)1 - 41 -1 \/717]/’13?;?

ij

Cie,
A(*y (]'Q’zj(](A(f'h A‘f’l])

p(Dia) . -;)(M,],,)]m(/)]g L dne, § (5.28)

Theideal symbol SNR for complex symbol combining is identical to that for full
spectrum combining; since SN ;g0 is defined as the SNR that would be obtained in
the absence of synchronization errors, its value isindependent of what order combining
and demodulation occur in. ‘]’bus, the degradation for complex symbol combining is

found by combining the results of (5.28) with (4.11), yielding

- n 241 1 ’71 (12 (VSQy' + >41 1 24] 1 f)/l’Y]CS(, (/s(‘ /‘sy _(;—V.(’j(A‘f)il- Ad’jl)
(72/ / [ I
“Jon - ir] vi -+ Zi':l \/'Y—z’)vacscu Csy (JV"J(](Ad)” A¢ 1)

P(Adi) - p(Bu)| dBga - -dAcz»”/ Gy (5.29)

5.3 Simulation Results

Simulations of atwo-antenna complex symbol combining systein were performed. The

signal parameters used were the same as those used for the full spectrum combining
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simulations: P, /No, = I, /N,, = 25 dB-Hz, I, = 200 sps, and A = 90°. The
loop bandwidths were also set as before; the carrier, subcarrier, and symbol loop
bandwidths were 3.5 Hz, 0.75 1z, and 0.15 Hz, respectively, with a symbol window of
1/2. Both the compensating and non-compensating iethods of estimating the signal
phasc difference were implemented. In Figures 5-2 and 5-3, simulated and analytical
degradation values arc shown for various values of p and v.

For the uncompensated case, the degradation curve diops down sharply for 1 -
90° and ¢p = 180°. One cause for this is the bias in the complex correlation used to
cstimate the relative signal phase. For the parameters being used, [S]/|N|, given by
(5.16), is equal to 3.15 for p= 0.5. *1'bus, the noise vector isof comparable but lesser
magnitude to that of the signalin estimating the phase. Note that for ¢ = 0°, the
noise correlation phasc is equal to the relative signal phase (¢ = ¢"), and the vectors
S and N are colincar (see Figure 4-3). The noise vector { herefore does not bias the
measurement away from the desired quantity, and the downward trend is not present.

For the compensated case, less overall degradation is observed. However, the
) = -180° curve till drops down with increasing p. Recall from Sec. b.1that imperfect
subcarrier and symbol tracking tend to decrease the power tevels of the individual
signals at the matched filter output and decrcase the correlation of the matched filter
noises. When 1y = 0°, this has a beneficial eflect on the arrayed SNR, since it reduces
the coherent addition of the mnoise. By contrast, when == 180°, a high degree of
correla tion between the noises is desirable, so that the noise cancels maximally. ‘1" bus,
decreasing this correlation lessens the arrayed SNI R, and causes more degradat jon.
This explains the fact that the ¢ == 0° curve tends upwards with increasing p, while
the =1 80° tends downward. Note, however, that thereversetrend is true of the
idea] arraying gain, Ga.For example, for p= 0.8, Ga= 10 dB for ¢ =- 180°, but
only 0.46 dB for ¢ = O°.
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Figure 5-1: Matched filter noise outputs for CSC
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Chapter 6

Analysis of Full-Spectrum and
Complex-Symbol Combining for

Galileo Mission and Conclusion

In order toillustrate the major concepts presentedin this thesis, the performance of
full spectrum combining and complex symbol combining is analyzed for the Galileo
signal. An array of 1DSS-1 4, which is a 70 m antenna, and 11SS--15, a 34 m high-
efficiency (HEF) antenna, is chosen for this examnple. First, predicts for physical
paramecters describing thesignal strength and degree of noise corrclation are devel-
oped. These quantities are then used to calculate the an aying gain anti degradation
for each of the two schemes. Finally, the conclusion summarizes the major issues

related to telemetry arraying in the presence of correlated noise.

6.1 Galileo Signal Parameters

In the case of the Galileo spacecraft, correlated noise will be contributed by Jupiter
being in the beam of both antennas. As discussed in Section 2, the contribution of
a background body to total systemn noise dependsoit its angular separation from the
spacecraft and on its total flux, which varies with its distance from Earth. Values

for the Jupiter-Karth-probe (JEI’) angle and Jupiter-Earth distance can be found
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from ephemeris mformation for the Galileo tour. l'or the purpose of this example,
we select values which maximize the noise contribution of the planct to estimate the
impact of correlated noise in a worst-case scenario. Th us, we assume the JEP angle
is zero and that the Jupiter-Earth range is at its 1 ninimum value during the tour,
which is I; = 4.0 au. Using these values, the temperature contribution of Jupiter
for 1) S-14 and 1)SS-15 arc 1,= 6.6/ and 7% =1 4K, respect ively. Note that the
temperature contribution is higher for DSS- 14 due to the great ¢r aperture size and
antenna efficiency.

The predicted signal parameters are as follows: (5\,10)] 22.0 dB Nz and({,"o')g:
11.6 dBHz for the 70- and 34-m antennas, respect ively; A =90°; and Ry, = 200
sps. Note that since we are assuming that the planet and spacecraft. arc at their
closest, range, the spacecraft sigma] is alse at its 1heak strength, in addition to the
noise contribution of Jupiter. The total system temperatures predicted for 1)SS-14
and 1)SS-15 arc 22.6 K and 42.2 K, respectively.!

To determine the degree to which the source isiesolved on this array baseline, we
must compare the fringe spacing to the angular size of the source.In our example, the
observing frequency f,is 2.3 x 10°H z, and the maximum possible projected baseline
is the physical separation between the two antennas, which is approximately 500 m.
‘Jbus, the smallest possible fringe spacing is 2.5 x 10" *rad. At a range of 4.0 au,
Jupiter has an angular size on the order of 1 x 1072 rad. Since these values are
comparable, we cannot use either the long bascline limit or the short baseline limit
in evaluating p (sce Section 1 ). However, for the purpose of determining the impact
of the correlated noise in the most extreme case, we over-estimate the degree of noise

correlation using the upper bound on p, given by

115,
= 4 [2E%2 0]
p \/ 711 7:2 0 (6'1)

I Predicts for noise and signal parameters werce obtained from  the Galileo S-Band Analysis Pro-
gram, courtesy of David Bell.
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6.2 Arraying Performance

Using the two 1% /N, levels and correlation coefficient p found above, the ideal array-
ing gain (G 4 can be computed as a function of ¢ using (4.1 1 ). A graph showing this

relationship is shown in Figure 6.2. Note that the arraying gainin this example is

Galileo Parameters -
ldeal Arraying Gain

0.8

0.7

Gy (dB)

Y (degrees)

Figure 6-1: Ideal arraying gain for Galileo signal, array of1)SS-14 and 1> SS-15

much smaller compared to our previous examples of two equal antennas, since the sig-
nal level of one antenna is approximately 10 dB lower than the other. For ¢ == 0°, the
correlated component of the noise adds maximally in phase, thus decreasing the ar-
raying gain. By cont rast, the background noise interferes destructively for == 180°,
resulting in greater arraying gain. Since the cor relation coeflicient is relatively low
in this example, the difference between the best-(:asc and worst-case scenario is only
about 0.45 dB.

Representative values for the carrier, subcarricr, and symbol loop bandwidths were
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chosen as 1.5 11z,0.411z, and 0.07 Hz, respectively. For {ull-spcctrum combining, a
correlation bandwidth of .. == 2 kHz was used, with a correlation time of 15
scconds. Thetotal degradation for FSC as a function of ) is showninFigure 6.2,
along with simulation points. Because the correlation coeflicient p is relatively low in

this example, the degradation 15 almost congstant with respect to the phage parameter

3. The combi ned I’4/N, only varies by roughly 0.4 dB as 9 ranges from 0° to 180°;
thus, the loop SNRs of the threeloops also do not change much, and synchronization

losses remain essentially constant.

FSC Degradation
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~ 07
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2
g 09
<
-
5] theory
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-15 T T v T T
0 30 60 90 120 150 RO

¥ (degrees)

Figure 6-2: F'SC performance for Galileo signal

The samnc signal parameters and loop bandwidths were used to simulate the com-
plex symbol combining case. A dlight variation of the basic scheme, known as complex
symbol combining with aiding (CSCA), was implemented. Thisscheme is discussed
in [2] as anoption for arraying the Galileo signal. In CSCA, the subcarrier and
symbol references from the receiver tracking the stronger signal arc used to track the
signa from the 34 n antenna as well. This technique canbe used to perform complex
symbol combining even if the 34 antenna signal istoo weak t 0 achicve subcarrier
and symbol lock onits own. ‘1’bus, the loop SNRS for the 34 1 antenna subcarrier
and symbol loops arc equal to the corresponding 70 m antenna loop SNRs.

Fquation (5.16) can beapplied to determine whether or not the “noisc-only”
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channel is needed to phase the array. Substituting, in values from above, wc find

1ok By 11 (P P\ 62)
/) (\101 NO! ) [} ]{sym NO] ]\702 .
= 2.39 (6.3)

‘J’bus, the magnitude of the noise correlad ion vector is less than but comparable to
that of thesignal correlation vector. Toillustrat ¢ the impact of the phase bias in
aligning the signals, CSCA was simulated with both the compensating aud uncom-
pensating method for estimating the relative signal phasc. In}igure 6.2, we show the
degradation for CSCA for these two cam. The correlationtime used to estimate the
relative signal phasc was 2 seconds. Note that ashorter estimation interval than the
full spectrum combining casc can be used here, since the cflective correlation band-
width is equal to the data bandwidth of 200 Hz as opposed to 2 kHz for FSC. For
the compensated case, the degradation is essentially constant, since, once again, the
noise correlation does not aflect synchronization losses much. FFor the uncompensated
case, the degradation becomnes greater as the difference hetween the noise and signal
phasc vy grows larger, since the noise correlation begins to bias the phase estimate
further away from the relative signal Phase. This effect can beseen graphically by
referring once again to Figure 4-3, where the complex signaland noise correlations

arc represcnted as vectors.

6.3 Conclusion

The cffects of correlated noise on the full spectrum combining and complex symbol
combining arraying schemes have been analyzed. For both schemnes, there arc sub-
stantial differences from the case of arraying signals with uncorrelated noise. The
importance of these factors depends on the degree of noise correlation, quantified by
the correlation coefficients pij for the various antenna pairs in the array. As scenin
Chapter 3, accurate modeling of the noise correlation properties for a given antenna

pair requires detailed analysis of factors such as thesource structure and position,
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the antenna gaii:patterns, and the geometry of the array. Ilowever, the correlation
cocflicient can be determined easily in cases where the bascline is cither very short
or very long. These two extreme cases can be used to obtain a rough idea of what
degree of noise correlation can be expected for a given scenario.

T he ideal arraying gain for a sct of signals, G'a, is maximum SNR improvement
over the strongest signal in the array that can be achieved through combining. Since
G'a does not account for losses due to imperfect synchronizat jon, it is usecful for
describing the performance of arraylng in gen cral, but not for comparing specific al-
gorithms for arraying. For a given sct of cort elation coeflicients pij, theideal arraying
gain may be lower or higher than the case of uncorrelated noise waveforms. This
reflects the fact that the noise may add constructively or destructively, depending on
the relative signal and noise phases (i.c., the ¥;; par ameters).

Correlated noisc aso has animpact on the symbol SNR degradation for individual
arraying schemes, which quantify the amount of synchronization 10ss incurred based
on specific processing used. One major difference fi oin theuncorrelated noise case is
inthe phase alignment. in’ocess. Both full spectrum combining and complex symbol
combining use corrclations between the various signal pairs t0 estimate the difference
IN carrier phases. When the noise waveforms are non-independent, the noise products
contribute to the total measured correlation, producing a bias inthe estimated phase.
Themagnitude of thenoise correlation relative to t hesignal correlation can becom-
puted from the signallevels (i.e.. the P’ /N.s),the degree of noise correlation, and the
correlaton bandwidths used. Since the cent ribution of the noise bias is proportional
to the correlation bandwidth used, full spectrum combining is more severely affected
by this problem than complex symbol combining. A modified mecthod of phase esti-
mation, where the correlation due to the noise alone is measured and compensated

for, can optionally beemployed for both FSC and CSC, as necessary.
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Figure 6-3: CSC performance for Galileo signal
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Appendix A

Performance of the FSC

Correlator

For full spectrum combining, the phase difference between twosignals is estimated
by performing one low})ass and one bandpass correlation , 8 described in Section 3.2.
After lining filtered to some lowpass bandwidth 13, 11z, the signals from antenna 1

and antennai arc given by

. [ R A\ M sinkw,et it 0 .
G (1) = \/]’(:1 Jr]\/]’n)ﬂl(l‘/) (;(‘) k},l T ] el 00 gy, (1) (A1)
| k odd J
@) = |t 3o (1) 3 T 00 ) (02)
Yip; - L c; ] Dy 7)) 4= k Pi
k odd

where the subcarrier is expressed in terms of its sinusoidal components that are passed
bythe lowp ass filter. The two signals passed through the bandpass filter of bandpass

By, Hz contain only noise, and are given by

Gopy (1) = Ty, (1) (A.3)
Uops (1) = Ty, (1) (A.4)

The complex quantity used to estimate the relative signal phase ¢y; = 0, i is




given by

7 = 1450
1 / ];lp
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Inmost cases, the contribution of the signal-noise term izs,,,(i)t,o the total noise
power is much smaller than that of the noise-noise terms, and can be ignored. This
is especially true if the I /N,ylevels of the two signals ac very low, or if large
correlation bandwidths arc used. 1 3y the Central Limit Theorem, the complex noise
N can be approximated as Gaussian if the correlation extends over many independent
samples (i.e., if 1., is much greater than the inverse correlation bandwidths). After
averaging, the variance of the real and imaginary parts of N canbe shown to be equal

to

Aj == Var(Ny) = 7w" (]fl,, +- 2 ) (No, No, + 03, cos 2¢7,) (A.6)

Ag = Var(Ng) = lw;r (B,,, -+ Bh‘) (Noy Ny, - a?; cos 2¢7%;) (A7)

where N;and N,arc the real andimaginary parts of N, respectively. The covariance

of Nyand N,canbe shown to beecqual to

)\]Q = CO’U(N,', NQ) ==

o Pt g, | chesin 24 A9

Furthermore, it is clear from (A .5) that the means of the rea and imaginary parts of

7 arc given by

\[] Lo A \/]]), ), H) cos ¢, (A.9)

mg = \/ﬁoTI’- 8 \/]n] >, d) sin ¢y (A.10)
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Equations (A.6), (A.7),(A.9),and (A. ] 0) can be combined to compute the correlator
SNR as definedin|[1]}, i.e.,

E[Z)1°]7)
SN] cort, f sc
feorr. BZ2) - B2 [4)

mé 4 m?Q

‘)\] 4 /\QV
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Iquations (A.9), (A.]()), and (A.6) - (A.8) can beusedto determine the joint den-
sity function p; o(Z, Q). Since the density of ¢y = 1 aﬁ‘%,ﬁ the desired quantity,

we express the joint density functionin terms Of polar coordinates, using the variable

definitions

, D \/jz4cj2 (A.12)
¢ 2 t,an’]<§]2) (A.13)

The density function for jointly Gaussian random variables is given in polar form by

f",lﬁ(T’ d’) =
o
27r(/\])\Q - )\IQ)
( Ar(7 cos ¢~ my)? — 2Aiq(rcos ¢ - my)(rsin ¢ - ,m_ce>_+x\cz(7;823</:-"}@2)

23 - e -
(A.14)

Integrating (A.14) with respect to 7 yields the marginal density of ¢ alone. Fxpressing

the phasc estimate density in terms of the estimation error NG = ¢y — ¢y yields

] — p? .‘2 V2 Y
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where
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Appendix B

Performance of the CSC

Correlator

‘The method of cstimating the relative signal phases for complexiymbol combining
is analogous to the full spectrum combining algorit h; using the extra correlation to
compensate for the noise bias, the complex correlat ion canbe expressed as

N ] N

1 X .
= o 2o k)Y (k ]—\—,}:Nl IN; (k)
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where N is the number of symbols averaged over, givenby N:= 7, /7. and
the noise term N has zero mean. The statistics of this noise can be analyzed in
the same manner as before; here, the eflective cor relation bandwidth for both the
lowpass and the bandpass correlation is Iy, /2. Using the definition given by (4.18),
the correlator SNR can be shown to be equal to

r]‘r'arw-(“s:;Q‘C’sm (‘5072 }‘;1/ ’

SN Regprese = 201 deorCoer” Gy Cly”
No, C2,C2 4 C2, 2 (1,)4 N(V?Jfgym
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The density function for the phase estimation err or can be found in an analogous
manner as applied in Appendix A. The only difference is in the expression for the
corrclator SNR; otherwise, both problems are governed by the same mathematics.
The density function for the phase estimation error A¢y;isthus given by (A.15),

with SN 4 1sc replaced by SN Reorrese-
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